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•Decision variables: 

mathematical symbols representing levels of activity of a firm.

•Objective function: 

linear mathematical relationship describing an objective of the firm, in terms of decision 

variables, that is maximized or minimized

•Constraints: 
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restrictions placed on the firm by the operating environment stated in linear relationships 

of the decision variables.

•Parameters: 

numerical coefficients and constants used in the objective function and constraint 

equations.
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Example 1: Suppose an industry is manufacturing two types of products P1 and P2. The

profits per Kg of the two products are Rs.30 and Rs.40 respectively.These two products

require processing in three types of machines. The following table shows the available

machine hours per day and the time required on each machine to produce one Kg of P1 and

P2. Formulate the problem in the form of linear programmingmodel.
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Example 2
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Example 3

Four different type of metals, namely, iron, copper, zinc and manganese are required to produce

commodities A, B and C. To produce one unit of A, 40kg iron, 30kg copper, 7kg zinc and 4kg manganese

are needed. Similarly, to produce one unit of B, 70kg iron, 14kg copper and 9kg manganese are needed and

for producing one unit of C, 50kg iron, 18kg copper and 8kg zinc are required. The total available

quantities of metals are 1 metric ton iron, 5 quintals copper, 2 quintals of zinc and manganese each. The

profits are Rs 300, Rs 200 and Rs 100 by selling one unit of A, B and C respectively. Formulate the

problem mathematically. Solution: Let z be the total profitand the problem is to maximize z (called the

objectivefunction). We write belowthegivendatain a tabularform
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objectivefunction). We write belowthegivendatain a tabularform



Solution:

To get maximum profit, suppose x1 units of A, x2 units of B and x3 units of C are

to be produced. Then the total quantity of iron needed is (40x1 + 70x2 + 60x3)kg.

Similarly, the total quantity of copper, zinc and manganese needed are

(30x1 + 14x2 + 18x3)kg , (7x1 + 0x2 + 8x3)kg and (4x1 + 9x2 + 0x3)kg respectively.

From the conditions of the problem we have,
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Example 4

A patient needs daily 5mg, 20mg and 15mg of vitamins A, B and C respectively. The vitamins

available from a mango are 0.5mg of A, 1mg of B, 1mg of C, that from an orange is 2mg of B, 3mg

of C and that from an apple is 0.5mg of A, 3mg of B, 1mg of C. If thecost of a mango, an orange

and an apple be Rs 0.50, Rs 0.25 and Rs 0.40 respectively, findthe minimum cost of buying the

fruits so that the daily requirement of the patient be met. Formulate the problem mathematically.

Solution:

The problem is to find the minimum cost of buying the fruits. Let z be the objective
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function. Let the number of mangoes, oranges and apples to be bought so that the cost is

minimum and to get the minimum daily requirement of the vitamins be x1, x2, x3

respectively. Then the objective function is given by

z = 0.50 x1 + 0.25 x2 + 0.40 x3



Where m= number of rows and n= 
number of columns
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GRAPHICAL SOLUTION OF LINEAR PROGRAMMING MODELS

• Graphical solution is limited to linear programming models containing only two 

decision variables. (Can be used with three variables but only with great 

difficulty.)

• Graphical methods provide visualization of how a solution for a linear 

programming problem is obtained.
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programming problem is obtained.



METHODOLOGY OF GRAPHICAL METHOD

• Step 1: Formulation of LPP (Linear Programming Problem) Usethe given data to formulate the LPP.

• Step 2: Determination of each axis Horizontal (X) axis: Product A (X1) Vertical (Y) axis: Product B (X2).

• Step 3: Finding co-ordinates of constraint lines to represent constraint lines on the graph. The constraints are

presently in the form of inequality (≤). We should convert them into equality to obtain co-ordinates.

• Step 4: Representing constraint lines on graph To mark the points on the graph, we need to select appropriate

scale. Which scale to take will depend on maximum value of X1 &X2 from co-ordinates.
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• Step 5: Identification of Feasible Region The feasible region is the region bounded by constraint lines. All

points inside the feasible region or on the boundary of the feasible region or at the corner of the feasible

region satisfy all constraints.

• Step 6: Finding the optimal Solution The optimal solution always lies at one of the vertices or corners of the

feasible region.



PROBLEM1. Solve graphically the given linear programming problem. 

Maximize Z=   40x1 + 50x2

subject to
1x1 + 2x2 ≤ 40 
4x1 + 3x2 ≤ 120 

x1, x2 ≥ 0

Solution: Considering the constraint inequality and plotting then in graph we have:

Let constraint 1 = 1x1 + 2x2 ≤ 40
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1 2

That is 1x1 + 2x2 = 40 gives (0,20) and (40,0).

Let constraint 2 = 4x1 + 3x2 ≤ 120

That is 4x1 + 3x2 ≤ 120 gives (0,40) and (30,0)

Let constraint 3 = x1, x2 ≥ 0

That is x1= 0, x2 = 0
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From the graph the Feasible region is as ABCD

S. No Point Z=   40x1 + 50x2

1 A(0,0) 0

2 B(30,0) 1200

3 C(24,8) 1360 = Max z
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4 D(0,20) 1000

Therefore, the Max Z = 1360 , x1 =24 and x2 =8 



PROBLEM 2 . Solve graphically the given linear programming problem. 

Minimize Z=   3x1 + 5x2

subject to
-3x1 + 4x2 ≤ 12 

x1 ≤ 4 
2x1 - x2 ≥ -2

x2    ≥ 2
2x1 + 3x2 ≥ 12

x1, x2 ≥ 0

Solution: Considering the constraint inequality and plotting then in graph we have:
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Let constraint 1 = -3x1 + 4x2 ≤ 12 : (0,3) and (-4,0)

Let constraint 2 = x1≤ 4 : x1=4

Let constraint 3 = 2x1 - x2 ≥ -2: (0,2) and (-1,0)
Let constraint 4 = x2    ≥ 2 : x2 = 2
Let constraint 5 = 2x1 + 3x2 ≥ 12 : (0,4) and (6,0)
Let constraint 5 = x1, x2 ≥ 0:x1= 0,  x2 = 0
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From the graph the Feasible region is as ABDCE

S. No Point Z=   3x1 + 5x2

1 A(3,2) 19 = Min Z

2 B(4,2) 22

3 C(4/5,18/5) 102/5

4 D(4,6) 42
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5 E(3/4,7/2) 79/4

Therefore, the Min Z = 19 , x1 =3 and x2 =2



PROBLEM 3 . Solve graphically the given linear programming problem. 

Maximize Z=   x1 - 2x2

subject to
-x1 + x2 ≤ 1 

6x1 +4 x2 ≥ 24
0 ≤ x1 ≤ 5
2 ≤ x2 ≤ 4

Solution: Considering the constraint inequality and plotting then in graph we have:
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Let constraint 1 = -x1 + x2 ≤ 1 : (0,1) and (-1,0)

Let constraint 2 = 6x1 +4 x2 ≥ 24: (0,6) and (4,0)

Let constraint 3 = 0≤ x1 ≤ 5: x1  =0 and x1  =5 
Let constraint 4 = 2 ≤ x2 ≤ 4: x2 = 2 and x2 = 4
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From the graph the Feasible region is as ABCDE

S. No Point Z=   x1 - 2x2

1 A(8/3,2) -4/3

2 B(5,2) 1 = Max Z

3 C(5,4) -3

4 D(3,4) -5
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5 E(2,3) -4

Therefore, the Max Z = 1 , x1 =5 and x2 =2



PROBLEM 4. Solve graphically the given linear programming problem. 

Maximize Z=   2x1 + 3x2

subject to
x1 - x2 ≤ 2 
x1 + x2 ≥ 4

x1, x2 ≥ 0

Solution: Considering the constraint inequality and plotting then in graph we have:

Let constraint 1 = x1 - x2 ≤ 2 : (0, -2) and (2,0)
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1 2

Let constraint 2 = x1 + x2 ≥ 4 : (0,4) and (4,0)

Let constraint 3 = x1, x2 ≥ 0 : x1= 0, x2 = 0
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Here the solution space is unbounded.
So considering the point on the feasible region A(3,1) and B(0,4) the max z=12 at B.



PROBLEM 5. Solve graphically the given linear programming problem. 

Maximize Z=   4x1 + 3x2

subject to
x1 - x2 ≤ -1
- x1 + x2 ≤ 0

x1, x2 ≥ 0

Solution: Considering the constraint inequality and plotting then in graph we have:

Let constraint 1 = x1 - x2 ≤ -1 : (0, 1) and (-1,0)
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1 2

Let constraint 2 = - x1 + x2 ≤ 0 : x2 ≤ x1

Let constraint 3 = x1, x2 ≥ 0 : x1= 0, x2 = 0
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Here there no feasible region exist. That is no solution space.



THANK  YOU
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SIMPLEX METHOD - PRACTICE 

PROBLEMSPROBLEMS
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PROBLEM 1: Solve the Transportation table. 
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Form a new BFS by giving maximum allocation to the cell for which dij is most negative by making

an occupied cell empty. For that draw a closed path consisting of horizontal and vertical lines

beginning and ending at the cell for whichdij is most negative and having its other corners at some

allocated cells. Along this closed loop indicate +θ and –θ alternatively at the corners. Choose minimum

of the allocations from the cells having –θ. Add this minimum allocation to the cells with +θ and

subtract this minimum allocation from the allocation to thecells with –θ.

Where m= number of rows and n= 
number of columns

48



49



50



HW: Solve the Transportation table. 
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PROBLEM 1: Solve the Transportation table. 
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PROBLEM 2: Solve the Transportation table. 
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By VAM method the initial basic feasible solution 
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PROBLEM 3: Solve the Transportation table. 
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PROBLEM 4: Solve the Transportation table to Maximization of profit. 
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By VAM method the initial basic feasible solution 
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PROBLEM 5: Solve the Transportation table to Maximization of profit. 

K.BHARATHI, Assistant Professor of Mathematics, 
SCSVMV 78



THANK  YOU

K.BHARATHI, Assistant Professor of Mathematics, 
SCSVMV 79

THANK  YOU



Dr. K . Bharathi 

Assistant Professor of Mathematics, Assistant Professor of Mathematics, 

Sri Chandrasekharendra Saraswathi Viswa Mahavidyalaya, Kanchipuram.

kbharathi@kanchiuniv.ac.in



MODI Method - MOdified DIstribution Method

Step 1: Find the initial basic feasible solution of the given problem by Northwest Corner 

Rule (or) Least Cost Method (or) VAM.

Step 2: Check the number of occupied cells. If there are less than m + n – 1, there exists 

degeneracy and we introduce a very small positive assignment of  in suitable independent 

positions, so that the number of occupied cells is exactly equal to m + n – 1. positions, so that the number of occupied cells is exactly equal to m + n – 1. 

Step 3: Find the set values ui, vj (i = 1, 2, …m ; j = 1, 2, …n) from the relation cij = ui + vj for 

each occupied cell (i, j), by starting initially with ui = 0 or vj = 0 preferably for which the 

corresponding row or column has maximum number of individual allocations.
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Step 4: Find ui + vj for each unoccupied cell (i, j) and enter at the upper right corner of the

corresponding cell (i, j).

Step 5: Find the cell evaluationsdij = cij – (ui + vj) for each unoccupied cell (i, j) and enter

at the upper left corner of the corresponding cell (i, j).

Step 6: Examinethecell evaluationsdij for all unoccupiedcells(i, j) andconcludethat,
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Step 6: Examinethecell evaluationsdij for all unoccupiedcells(i, j) andconcludethat,

•If all dij> 0, then the solution under the test is optimal and unique.

•If all dij> 0, with at least onedij = 0, then the solution under the test is optimal and an

alternative optimal solution exists.

•If at least onedij< 0, then the solution is not optimal. Go to the next step.



Step 7: Form a new BFS by giving maximum allocation to the cell for whichdij is most

negative by making an occupied cell empty. For that draw a closed path consisting of

horizontal and vertical lines beginning and ending at the cell for whichdij is most negative

and having its other corners at some allocated cells. Along this closed loopindicate +θ

and –θ alternativelyat the corners. Chooseminimum of the allocationsfrom the cells
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and –θ alternativelyat the corners. Chooseminimum of the allocationsfrom the cells

having –θ. Add this minimum allocation to the cells with +θ and subtract this minimum

allocation from the allocation to the cells with –θ.

Step 8: Repeat steps (2) to (6) to test the optimality of this new basic feasible solution.

Step 9: Continue the above procedure till an optimum solution is attained.



PROBLEM 1: Solve the Transportation table. 
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Find the optimal Solution :

•Find set valuesui, vj (i = 1, 2, …m ; j = 1, 2, …n) from the relationcij = ui + vj for

each occupied cell (i, j),

•Findui + vj for each unoccupied cell (i, j) and enter at the upper right corner

•Find the cell evaluationsdij = cij – (ui + vj) for each unoccupied cell (i, j) and enter
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at the lower left corner of the corresponding cell (i, j).

•If all dij> 0, then the solution under the test is optimal and unique.

•If all dij> 0, with at least onedij = 0, then the solution under the test is optimal and

an alternative optimal solution exists.

•If at least onedij< 0, then the solution is not optimal.
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Form a new BFS by giving maximum allocation to the cell for which dij is most negative by making

an occupied cell empty. For that draw a closed path consisting of horizontal and vertical lines

beginning and ending at the cell for whichdij is most negative and having its other corners at some

allocated cells. Along this closed loop indicate +θ and –θ alternatively at the corners. Choose minimum

of the allocations from the cells having –θ.

Where m= number of rows and n= 
number of columns
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Add this minimum allocation to the cells with +θ and subtract this minimum allocation 
from the allocation to the cells with –θ.
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Here all dij> 0, then the solution under the test is optimal and unique.
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• An assignment problem is a particular case of transportation problem where the objective is to assign

a number of resources to an equal number of activities so as tominimize total cost or maximize total

profit of allocation.

• The problem of assignment arises because available resources such as men, machines etc. have

varying degrees of efficiency for performing different activities, therefore, cost, profit or loss of

performing the different activities is different.
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• Suppose that we have ‘n’ jobs to be performed on ‘m’ machines (one job to one machine) and our

objective is to assign the jobs to the machines at the minimumcost (or maximum profit) under the

assumption that each machine can perform each job but with varying degree of efficiencies.



• The assignment problem can be stated that in the form ofm x n matrix (cij) called a

Cost Matrix (or) Effectiveness Matrix wherecij is the cost of assigningith machine

to jth job.
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MATHEMATICAL FORMULATION OF AN ASSIGNMENT PROBLEM

97



DIFFERENCE BETWEEN TRANSPORTATION PROBLEM AND 
ASSIGNMENT PROBLEM
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ASSIGNMENT ALGORITHM (OR) HUNGARIAN METHOD
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ASSIGNMENT PROBLEM HUNGARIAN METHOD - EXAMPLE

PROBLEM 1: Solve the following assignment problem shown in Table using Hungarian method. 

The matrix entries are processing time of each man in hours.
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Solution: The given problem is balanced with 5 job and 5 men
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Therefore, the optimal solution is:
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Solution: The given problem is balanced with 5 job and 5 machines
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PROBLEM 3: At the head office of a company there are five registration counters. Five 
persons are available  for service. How should the counters be assigned to persons so as 
to maximize the profit?
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Solution: The given problem is balanced with 5 counter and 5 person



To convert the problem as minimization we reduce the matrix by subtracting all entry 
by the largest value , that is 62   
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Optimal Assignment Root= 1-C , 2-E, 3A + 4D + 5B

Substituting values from original table:  40 + 36 + 40 + 36 + 62 = 214.
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Travelling Salesman Problem

A travelling salesman plans to visit n cities. He wishes to visit eachcity only once,

and again arriving back to his home city from where he started. So that the total

travelling distance is minimum.

If there are n cities, then there are (n - 1)! possible ways for his tour. Forexample, if

thenumberof cities to bevisited is 4, thenthereare3! = 6 differentcombinationis
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thenumberof cities to bevisited is 4, thenthereare3! = 6 differentcombinationis

possible. Such type of problems can be solved by Hungarian method, branch and

bound method, penalty method, nearest neighbor method.



Example 1:
A travelling salesman has to visit four cities. He wishes to start from a particular city, visit each city 
once and then return to his starting point. The travelling time (in hours) for each city from a 
particular city is given below:

To
A   B   C    D 

From

Solution:

A 46 16 40

B 41 50 40

C 82 32 60

D 40 40 36

− 
 − 
 −
 − 

Solution:
The Cost matrix of the given travelling salesman problem is

STEP1:

Now we solve this as a routine assignment problem

46 16 40

41 50 40

82 32 60

40 40 36

∞ 
 ∞ 
 ∞
 ∞ 



30 0 24

1 10 0

50 0 28

4 4 0

∞ 
 ∞ 
 ∞
 ∞ 

30 0 24

0 10 0

49 0 28

3 4 0

∞ 
 ∞ 
 ∞
 ∞ 

STEP 2:

STEP 3:

STEP  4:

STEP  5:



27 0 21

0 13 0

49 0 28

0 1 0

∞ 
 ∞ 
 ∞
 ∞ 

STEP 6:

STEP 8:

Since each row and each column contains exactly one encircled zero, the current 
assignment is optimal for the assignment problem.
Therefore the optimum assignment schedule is given by

(i.e)  
(i.e)

Therefore the required minimum costs = 16+32+40+40
= 128/- units of cost.

A C,   B D,  C B,  D A→ → → →

A C,   C B,  B D,  D A→ → → →

A C B D A→ → → →
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